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ABSTRACT
Multicasting refers to the transmission of a message to mul-
tiple receivers at the same time. To enable authentication of
sporadic multicast messages, a conventional digital signature
scheme is appropriate. To enable authentication of a mul-
ticast data stream, however, an authenticated multicast or
multicast authentication (MA) scheme is necessary. An MA
scheme can be constructed from a conventional digital sig-
nature scheme or a multiple-time signature (MTS) scheme.
A number of MTS-based MA schemes have been proposed
over the years. Here, we formally analyze four MA schemes,
namely BiBa, TV-HORS, SCU+ and TSV+. Among these
MA schemes, SCU+ is an MA scheme we constructed from
an MTS scheme designed for secure code update, and TSV+
is our patched version of TSV, an MA scheme which we show
to be vulnerable. Based on our simulation-validated analy-
sis, which complements and at places rectifies or improves
existing analyses, we compare the schemes’ computational
and communication efficiencies relative to their security lev-
els. For numerical comparison of the schemes, we use pa-
rameters relevant for a smart (power) grid component called
wide-area measurement system. Our comparison shows that
TV-HORS, while algorithmically unsophisticated and not
the best performer in all categories, is the most balanced
performer. SCU+, TSV+ and by implication the schemes
from which they are extended do not offer clear advantages
over BiBa, the oldest among the schemes.
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1. INTRODUCTION
A multicast authentication (MA) scheme enables re-

ceivers of a multicast packet to authenticate the sender, and
ensures no entities besides the sender can send authenti-
cated packets to the multicast group. At the core of every
MA scheme, lies a signature scheme. Conventional digital
signature algorithms such as DSA and ECDSA (see FIPS
186-3) can sign a practically unlimited number of distinct
messages with a private key, but they have high computation
and memory requirements. The simplest digital signature-
based MA scheme appends a digital signature to every mul-
ticast message, which is fine for sporadic multicast messages,
but computationally prohibitive for multicast data streams.
The latest research on digital signature-based MA scheme
focuses on signature amortization [27], i.e., spreading a sig-
nature across many packets such that signature verification
cost is amortized and the loss of a small number of pack-
ets does not forestall the verification of successfully received
packets. However, all signature amortization schemes re-
quire a number of packets to be assembled before their col-
lective signature can be verified, incurring a delay that can
be problematic for real-time applications.

Real-time requirements have been motivating investiga-
tion of multiple-time signature (MTS) schemes [22] for
multicast authentication. An MTS scheme can sign a fixed
number of distinct messages using a public/private key pair.
Although they generally produce longer signatures, they have
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much lower computation and memory requirements than
conventional digital signature schemes. MTS-based MA sch-
emes are thus suitable for real-time systems, and one such
system is a smart grid component called wide-area mea-
surement system (WAMS), which in fact motivates this
work. A number of MTS-based MA schemes have been pro-
posed over the years, yet due to inadequate analysis, a sys-
tematic comparison of these schemes is lacking, preventing a
scientific approach to the selection of MA schemes for real-
time systems, including WAMS.

Our contributions include a rigorous, simulation-validated
analysis and a methodical comparison of four MTS-based
MA schemes, namely BiBa [20], TV-HORS [31], SCU+ and
TSV+ [13]. Among these MA schemes, SCU+ is an MA
scheme we constructed from an MTS scheme designed for
secure code update [29], and TSV+ [13] is a patched version
of Tunable Signing and Verification (TSV) [15]. These MA
and MTS schemes are chosen because they are either highly
cited or tailored to smart grids. Our analysis fills the gaps
of, and at places rectifies or improves existing analyses. Our
comparison shows that TV-HORS has the most balanced
computational and communication costs; and that contrary
to common perception, recent sophisticated designs do not
necessarily trump older over-criticized designs. Our work is
motivated by the need to find an efficient MA scheme for
the WAMS, and hence the parameters of our comparison
are tailored to the WAMS. However, our analysis is system-
independent, and the parameter values used for comparison
can be adapted to any other system. This work is meant
to serve as the first step of an ongoing series of comparative
studies of MTS-based MA schemes.

This article is organized as follows. Section 2 discusses
related work. Section 3 lists the mathematical symbols and
notation used in this work. Section 4 presents an overview of
MA schemes. We present our analysis of BiBa, TV-HORS,
SCU+ and TSV+ in Section 5. In Sections 6 and 7, we in-
troduce the WAMS and compare the four schemes using pa-
rameter values relevant for the WAMS. Section 8 concludes
the paper.

2. RELATED WORK
Active research on wireless sensor networks for the past

decade can be said to have spurred interest in broadcast/
multicast authentication and therefore multiple-time signa-
ture (MTS) schemes. This is largely due to the resource
constraints on a typical sensor node that favor low compu-
tational complexity and small code size. Recently, smart
grid researchers are also turning to MTS schemes for real-
time multicast authentication.

It is well known that one-time signatures (a subset of MTS
schemes) were first considered by Lamport [12]. Among
subsequent schemes that improve upon Lamport’s imprac-
tical construction, BiBa [20] counts as a benchmark for its
simple ingenuity. TESLA and its variant μTESLA [21] are
more lightweight than BiBa but the use of delayed signature
verification in these schemes precludes them from real-time
multicast authentication. HORS [23] improves upon BiBa
by generating shorter signatures for the same security level,
and has inspired many variants (e.g., [14,19]) and extensions.
TV-HORS [31] is an extension of HORS to an MA scheme.
TSV [15] is both a variant and an extension of HORS, be-
cause it is both an MTS scheme and an MA scheme. TV-
HORS and TSV were both motivated by smart grid appli-

cations, making them ideal candidates for comparison here.
SCU [29] was designed for wireless sensor networks, and has
an interesting design, so including it in our comparison in-
troduces diversity. Using Katz’s taxonomy [10], all schemes
studied here are chain-based stateful schemes. As Steinwadt
et al. [25] noted, naming a single superior MTS scheme (and
accordingly, MA scheme) is nontrivial.

In the following, we discuss related work in the context of
the wide-area measurement system (WAMS). In the North
American SynchroPhasor Initiative (NASPI), data multicas-
ting from a phasor measurement unit (a WAMS node) to
multiple control centers is seen as a necessity. Bobba et
al. [3] proposed a Policy-Based Encryption System (PBES)
to secure sharing of data, including WAMS data, between
utilities. PBES was not designed for securing WAMS traffic
itself. NASPI has yet to standardize on an MA scheme for
the purpose.

IEC 61850 is a series of standards on substation automa-
tion, i.e., the automation of data acquisition, control, pro-
tection, diagnostics and monitoring functions within sub-
stations (where most WAMS nodes are located). As part of
the series, IEC 61850-90-5 governs the IEC 61850-compliant
transmission of IEEE C37.118-formatted WAMS data. The
standard specifies Group Domain of Interpretation (GDOI,
see RFC 6407) for securing the distribution of group keys,
and IPsec (see RFC 4301) for securing IP multicast using
the group keys. However, GDOI does not support mutual
authentication among group members [17, Section 4.3]. Fur-
thermore, IPsec relies on a shared group key for encryption,
which can be abused by a rogue member to forge messages
to the whole group (see RFC 5374). Zhang and Gunter [33]
proposed using IPsec for securing multicast WAMS data,
but did not point out the pitfalls as we do here.

Researchers at the Future Renewable Electric Energy De-
livery and Management (FREEDM) Systems Center imple-
mented TV-HORS on their testbed [32], but did not provide
the elaborate justification we provide here.

Recently, Law et al. [13] proposed a key management
scheme for the WAMS that specifies TV-HORS for secur-
ing multicast data streams. Their choice is based on a
simulation-based comparison between TV-HORS and TSV+.
Our comparison here covers more schemes, and is both an-
alytical and empirical.

Within the wireless sensor network community, several
studies have been performed to evaluate the efficiency of
various signature schemes. For example, Seys and Preneel
[24] compared the energy-efficiency of ECDSA, Lamport-
Diffie and HORS one-time signature schemes. Their results
show that for less than 15000 signatures, HORS is the most
energy-efficient, whereas for more than 15000 signatures,
Lamport-Diffie is better.

3. NOTATION AND DEFINITIONS
For the ensuing discussion, the following mathematical

notation is used:

H one-way hash function;
M , c message and counter respectively;
t number of elements of a private key tuple;
λ last index of a one-way chain;
S see Definition 1;
Cσ ,Cv expected number of hash operations required for

signing and verification respectively;
Lσ expected number of bits of a signature;
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r number of signatures generated per epoch;
|x| bit-length of x when x is a bit-string;
lH bit-length of a truncated hash value;
PRF(K,M ) pseudorandom function (PRF) with key K and

plaintext M ;
Splitk() function that splits a bit-string into k sub-strings.

Note that a one-way hash function is a hash function that is
preimage-resistant and second preimage-resistant. Further-
more, the following definitions are used:

Definition 1. Assuming a polynomial-time adversary A
can successfully execute an existential forgery on a scheme
S with probability p, then the security level of the scheme is

S (A, S)�
=− log2(p).

Definition 2. [26] Let f be a function from X to Y , and
x1, . . . , xk ∈ X. Suppose that values yi = f(xi) have been
determined for i = 1, . . . , k. Then, f is k-wise independent,
if for all x ∈ X \ {x1, . . . , xk} and all y ∈ Y ,

Pr [H (x) = y|y1 ← H (x1) ∧ · · · ∧ yk ← H (xk)] = 1/|Y |.

4. MULTICAST AUTHENTICATION USING
MULTIPLE-TIME SIGNATURE SCHEMES

Most MTS schemes can be divided into the following parts:

• a private key tuple (s1, s2, . . . , st) consisting of t fixed-
length random strings;

• a key generation algorithm for generating a public key
tuple from a private key tuple;

• a signature generation algorithm that, based on the
message to be signed, selects elements of a private key,
and generate signature elements from the selected pri-
vate key elements;

• a signature verification algorithm that checks if the
public key elements can be derived from the received
signature elements.

Constructing an MA scheme from an MTS scheme requires
two key “ingredients”. The first ingredient is one-way
chains. Since a key pair can generate only a fixed number of
signatures, to sign a message stream of unlimited length, the
key pair must be refreshed once its usage limit is reached.
The de facto standard technique is to use the private key of
an expired key pair as the public key of a new key pair. In
the case of BiBa, this means generating the one-way chain
as si,λ, si,λ−1, . . . , si,0, where si,j−1 = H (si,j),∀i = 1, . . . , t
and j = 1, . . . , λ. As such, si,j is both the private key el-
ement corresponding to public key element si,j−1, and the
public key element corresponding to the private key element
si,j+1 (see Fig. 1). Since this technique requires a private key
to have the same number of elements as the corresponding
public key, this technique does not apply to tree-based MTS
schemes (e.g., [11]). The second ingredient is clock/time
synchronization, which is essential for the security of MTS-
based MA schemes, as explained in Fig. 1. In a smart
grid, this requirement is satisfiable by the draft standard
IEEE PC37.238, which specifies a common profile for the
use of IEEE 1588-2008 Precision Time Protocol in power
system protection, control, automation and data commu-
nication applications utilizing an Ethernet communications
architecture.

s1,1

s2,1

st,1

s1,2

s2,2

st,2

s1,0

s2,0

...

st,0

s1,3

s2,3

st,3

... ... ...

...

...

...

Epoch 1 Epoch 2 Epoch 3

Private key for epoch 1 becomes 
public key for epoch 2

Time

Public key 
for epoch 1

s1,1

s2,1

st,1

s1,0

s2,0

...

st,0

...

Epoch 1
Time

Receiver “stuck” in epoch 1 is 
vulnerable to signature forgery

Figure 1: Some (not all) private key elements are
disclosed for each signature generated. However, as
time passes, an attacker can capture enough signa-
tures (in this example, the “thick boxes”) to recon-
struct the whole s1,1, s2,1, . . . , st,1. It is therefore nec-
essary to deprecate private keys by (i) dividing time
into epochs, (ii) keeping track of the active private
key corresponding to the current epoch, and (iii)
synchronizing the clocks of the sender and receivers.

In the approach depicted in Fig. 1, during epoch j, the
active private key elements are s1,j , . . . , st,j . We call this
approach uniform chain traversal. Using uniform chain
traversal, in the first epoch, when a signature containing
si1,1, si2,1, . . . , sik,1 is received, H is invoked k times to check

H (si1,1)
?
= si1,0, H (si2,1)

?
= si2,0, and so on. Assume every

private key is used to generate only one signature. In the
second epoch, suppose a signature containing sj1,2, sj2,2, . . . ,
sjk,2 is received, and {i1, . . . , ik} ∩ {j1, . . . , jk} = ∅. This
time, H would have to be invoked 2k times to check

H 2(sj1,2)
?
= sj1,0, H

2(sj2,2)
?
= sj2,0, and so on. Therefore, in

uniform chain traversal, the verification cost, i.e., expected
number of hash operations for verifying a signature, varies
from signature to signature.

An alternative approach, which we call nonuniform ch-
ain traversal, is meant to ensure the verification cost stays
at a minimum from signature to signature. Using nonuni-
form chain traversal, the first active private key is s1,1, s2,1,
. . . , st,1. Without loss of generality, suppose s1,1, s2,1, . . . ,
sk,1 have been used for a signature, the active private key
now becomes s1,2, s2,2, . . . , sk,2, sk+1,1, . . . , st,1. As explained
in Fig. 1, it is essential that receivers keep track of the ac-
tive private key, but the loss of synchrony between the epoch
counter and the key-chain indices of the active private key
means time can no longer be used as a reference. The sender
can disclose the key-chain indices of the active private key
with every signature, but by blocking packets to a receiver,
an attacker can cause a receiver to lose track of the current
active private key. Once the attacker has collected enough
signatures, it will be able to forge packets to the receiver. In
order to keep the verification cost at a minimum for every
signature, nonuniform chain traversal inadvertently compro-
mises the receivers’ ability to track the active private key and
exposes them to signature forgery. Therefore in comparison,
uniform chain traversal is more robust and is adopted for all
MA schemes in this paper, at the expense of higher verifica-
tion cost.

The discussion above glosses over a particular caveat of
one-way chains. If H is to be k-wise independent (see Defi-
nition 2), following Bradford et al.’s analysis [4], the size of
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the domain of H must be Ω((λ+1)�k/2�), where λ+1 is the
length of the one-way chain. There are many ways to expand
the domain of H (below, si,λ is randomized, i = 1, . . . , t,
j = 1, . . . , λ):

1. Use a separate salt chain Kj−1 = PRF(Kj , 0), and set
si,j−1 = PRF(si,j , Ki,j), ∀j = 2, . . . , λ [20].

2. Use a separate salt chain Kj−1 = H (Kj), and set
si,j−1 = H (si,j‖Kj) [31].

3. Use a synchronized counter cj , e.g., the epoch counter,
and set si,j−1 = H (si,j‖cj) [5].

4. Set si,j−1 = H (si,j‖si,j+1), si,λ−1 = H (si,λ) [5].

Above, note that replacing PRF(K,M) with H (K‖M) is
valid provided H can be modelled as a random oracle [2].

The performance of an MA scheme is evaluated in terms
of the computational complexity of signature generation and
signature verification (Cσ and Cv), and in terms of communi-
cation overhead (Lσ). However, these performance metrics
are only meaningful with respect to the achievable security
level (S ). In other words, we are interested in how MA sch-
emes compare with each other in terms of (i) Lσ /S , (ii)
Cσ /S , and (iii) Cv /S . The lower an MA scheme scores
in all these metrics, the better the MA scheme. The next
section presents our description and analysis of BiBa, TV-
HORS, SCU+ and TSV+.

5. ANALYSIS OF MULTICAST AUTHENTI-
CATION SCHEMES

The MA schemes BiBa, TV-HORS, SCU+ and TSV+ are
analysed in terms of signing cost, verification cost, signature
length, and security level.

For the assessment of security levels, the following models
are used: (i) random oracle model [2]: hash function out-
puts are uniformly distributed at random; (ii) Dolev-Yao
model [8]: an attacker can intercept, modify, fabricate mes-
sages. We add the condition that is implicit in the literature
(e.g., in [20]): an attacker cannot completely disrupt clock
synchronization; for example, an attacker can block all mes-
sages to a receiver, but cannot prevent the receiver from
advancing its clock from one epoch to the next.

For the evaluation of computational cost for signing, it is
assumed that a sender caches all non-intermediate one-way
chain elements–for BiBa and TV-HORS, this means all one-
way chain elements (“keys” hereafter). Intermediate keys
are only applicable to SCU+ and TSV+, and are defined in
Section 5.3 and 5.4 respectively. In practice, a sender would
employ algorithms like Coppersmith and Jakobsson’s [6] to
reduce the number of cached keys at the expense of higher
signing cost, but our assumption is meant to put all schemes
on an equal footing for comparison.

We emphasize that all formulas for Cσ, Cv , Lσ below have
been validated with simulations.

In Algorithms 1 to 4 below, we denote a private key tuple
by (s1, . . . , st), a public key tuple by (v1, . . . , vt), a message
by M , a counter by c, and a state tuple by (S1, . . . , St).

5.1 BiBa
Algorithm 1 shows the BiBa MTS scheme. Our strategy

is to determine S , Cσ, Cv and Lσ in turn.

Algorithm 1: The BiBa MTS scheme

k
�
= number of elements of a signature tuple

Key generation(s1, s2, . . . , st):
(v1, v2, . . . , vt)← (PRF(s1, 0),PRF(s2, 0), . . . ,PRF(st, 0))

Signing(M , s1, s2, . . . , st):
c← 0
repeat

if ∃I ⊆ {1, . . . , t} s.t. |I| = k, PRF(H (M ‖c), si) is the same
∀i ∈ I then
{i1, i2, . . . , ik} ← I
return (c, si1 , si2 , . . . , sik )

end if
c← c+ 1

end repeat
Verification(M , c, σ1, σ2, . . . , σk):

if σi �= σj , ∀i �= j, 1 ≤ i, j ≤ k and
∃i ∈ {1, . . . , t} s.t. PRF(σj , 0) = vi, ∀j ∈ {1, . . . , k} and
PRF(H (M ‖c), σj) is the same ∀j ∈ {1, . . . , k} then
return “accept”

else
return “reject”

end if

S and Cσ are related to PS, an essential parameter of
BiBa denoting “the probability that the sender can find a
signature in one trial” [20], but this definition is imprecise.
There are 4 ways by which the sender can find a signature:

1. increment c until there is exactly one bin with exactly
k balls;

2. increment c until there is exactly one bin with at least
k balls;

3. increment c until there is at least one bin with exactly
k balls;

4. increment c until there is at least one bin with at least
k balls.

Our validation of [20, Figure 5] suggests BiBa uses the 4th
method above, but [20, Appendix A] indicates the 3rd meth-
od is used instead. To simplify our evaluation, we assume

the 3rd method is used, i.e., PS
�
= the probability of finding

at least one bin with exactly k balls. PS is related to B
(defined in Lemma 1) as

PS = B(n, t, k)/nt, (1)

where n is the cardinality of the range of PRF. Consistent
with our definition of PS, the original security analysis of
BiBa remains valid [20, p. 31], i.e.,

S = log2
nrk−1(

rk
k

)
(n− 1)rk−k

. (2)

Lemma 1. The number of ways to distribute t balls in n
bins with at least one bin having exactly k balls is

B(n, t, k)
�
=

�t/k�∑
i=1

[
(−1)i−1

(
n

i

)
(n− i)t−ik

i−1∏
j=0

(
t− jk

k

)]
.

Proof. Let Ai be the event that bin i has exactly k balls.⋃n
i=1 Ai is the event that at least one bin has exactly k balls.

Using the inclusion-exclusion principle, we have

|
n⋃

i=1

Ai| =
n∑

i=1

|Ai| −
∑
i,j

|Ai ∩Aj |+ · · · =
(
n

1

)(
t

k

)
(n− 1)t−k −

(
n

2

)(
t

k

)(
t− k

k

)
(n− 2)t−2k + · · ·
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There are at most 
t/k� bins with exactly k balls, so there
are only 
t/k� terms in the expression above.

To compute Cσ and Cv , we replace all invocations of
PRF(K,M) with H (K‖M), which is valid provided H can
be modelled as a random oracle [2]. Using (1), and [20, Table
2],

Cσ = (1 + t)nt/B(n, t, k). (3)

During signature verification, a message is (i) hashed once
together with a counter; (ii) the resultant hash is hashed
with each signature element; and (iii) each signature element
is verified against the last received signature element on the
same one-way chain. The number of hash operations for
item (iii) is given by Lemma 2. Therefore,

Cv = 1 + k +
k

r[1− (1− 1/t)k]
. (4)

Lemma 2. Denote by r the number of signatures gener-
ated per epoch. In uniform chain traversal, to verify a single
signature element (of k in total), the expected number of hash

operations required is
[
r
(
1− (1− 1/t)k

)]−1
.

Proof. Without loss of generality, suppose a signature
contains s1,j . The corresponding public key element is one
of s1,0, s1,1, . . . , s1,j−1, with “distances” from s1,j being j, j−
1, . . . , 1 respectively. Let Ad be the event that the distance
is d (d = 1, . . . , j). First, consider A1, which only occurs if

1. s1,j has not been used in any signature in the current

epoch yet: this has a probability of
(
t−1
t

)xk
, where

x is the number of signatures that have already been
generated in the current epoch; and

2. s1,j−1 has been used in a signature last epoch: this has

a probability of
[
1− ( t−1

t

)rk]
.

So Pr[A1] =
(
t−1
t

)xk [
1− ( t−1

t

)rk]
. Similarly, we have

Pr[Ad] =
(
t−1
t

)[x+(d−1)r]k
[
1− ( t−1

t

)rk]
. Now, the expected

distance (conditioned on x) can be computed as

E[d|x] = lim
j→∞

j∑
d=1

dPr[Ad]

=

(
t− 1

t

)(x−r)k
[
1−

(
t− 1

t

)rk
]

lim
j→∞

j∑
d=1

d

(
t− 1

t

)drk

.

Substituting q
�
= t−1

t
and summing the infinite series in the

expression above, we have

E[d|x] = q(x−r)k(1− qrk)
qrk

(1− qrk)2
=

qxk

1− qrk
,

and finally

E[d] =

r−1∑
x′=0

E[d|x = x′] Pr[x = x′] =
1

r(1− qk)
.

A BiBa signature consists of a counter and k signature
elements. Let the maximum value of a counter be cmax,

then cmax happens at a probability of ε
�
=(1−PS)

cmax−1PS .

Note that cmax ≥ 1 ⇐⇒ ε ≤ PS. If we want to use a short
string to represent cmax, then we should keep ε low, e.g.,
10−4, and make sure PS ≥ ε. With this consideration,

Lσ = �log2(cmax + 1)� + k lH

=

⌈
log2

(
log1−PS

ε

PS
+ 2

)⌉
+ k lH . (5)

5.2 TV-HORS
Algorithm 2 shows the HORS/TV-HORS MTS scheme.

Our strategy is to determine Cσ, Lσ, Cv and S in turn.

Algorithm 2: The HORS/TV-HORS MTS scheme

k
�
= intended number of elements of a signature tuple

Key generation(s1, s2, . . . , st):
(v1, v2, . . . , vt)← (H (s1),H (s2), . . . ,H (st))

Signing(M , s1, s2, . . . , st):
(i1, i2, . . . , ik)← Splitk(H (M ))
Σ← (si1 , si2 , . . . , sik ) with redundant elements removed
return Σ

Verification(M ,Σ):
(i1, i2, . . . , ik)← Splitk(H (M ))
if ∃σ ∈ Σ s.t. H (σ) = vi, ∀i ∈ {i1, i2, . . . , ik} then

return “accept”
else

return “reject”
end if

TV-HORS’ signing cost is the same as HORS’, i.e.,

Cσ = 1.

Unlike BiBa, a HORS/TV-HORS signature may not al-
ways contain k distinct signature elements, because the sign-
ing function may produce redundant elements. According to
Lemma 3,

Lσ =
lH
tk

k∑
i=1

ii!

(
t

i

){
k

i

}
. (6)

Lemma 3. The expected number of occupied bins if k balls
are randomly thrown into t empty bins is 1

tk

∑k
i=1 ii!

(
t
i

){
k
i

}
,

where
{·
·
}
denotes a Stirling number of the second kind.

Proof. Let Ai be the event that i bins are occupied.
There are

(
t
i

)
ways to choose i from t empty bins, and

{
k
i

}
ways to divide k balls into i bins. Furthermore, there are
i! ways to arrange the i chosen bins. Therefore, Pr[Ai] =(
t
i

){
k
i

}
i!/tk.

∑k
i=1 iPr[Ai] gives us the expectation we need.

Nevertheless, as t/k → ∞, Lσ → k. Therefore to com-
pute Cv , we can re-use Lemma 2, i.e.,

Cv = 1 +
k

r[1− (1− 1/t)k]
. (7)

For estimating S , suppose M att is the message whose
signature is to be forged. Let Ai denote the event that the
attacker has captured i signature elements from r signatures;
and Bj denote the event that H (M att) requires j signature
elements. The expected probability of forgery is

k∑
j=1

rk∑
i=1

(
i

t

)j

Pr[Ai] Pr[Bj ],
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where Pr[Ai] and Pr[Bj ] are given by Lemma 3. Therefore,

S = (rk + k) log2 t

− log2

rk∑
i=1

k∑
j=1

iji!j!
(
t
i

)(
t
j

){
rk
i

}{
k
j

}
tj

.
(8)

When t = 1024, (8) requires k ≥ 14 for at least 80 bits of
security; whereas the widely used approximation [23] S =
k log2 t− k log2(rk) requires k ≥ 13.

5.3 SCU+
Algorithm 3 shows the SCU/SCU+ MTS scheme. Due to

SCU’s design, nonuniform chain traversal seems like a nat-
ural fit for SCU+, but as discussed in Section 5.1, uniform
chain traversal is more robust and is used in SCU+ instead.
Fig. 2 shows the epoch-j private key as (s1,rj , . . . , st,rj). All
keys between si,r(j−1) and si,rj , where i = 1, . . . , t and j ≥ 1,
are called intermediate keys. Our strategy is to determine
Lσ, Cσ, Cv and S in turn.

Algorithm 3: The SCU/SCU+ MTS scheme

(S1, S2, . . . , St)
�
= state tuple

Key generation(s1, s2, . . . , st):
Si ← r, vi ← H r(si), ∀i ∈ {1, . . . , t}

Signing(M , s1, s2, . . . , st):
cz ← number of 0’s in H (M )
I ← set of bit positions in H (M )‖cz where bit value is 1
Si ← Si − 1, ∀i ∈ I
return (HSi(si) : i ∈ I)

Verification(M , σ1, σ2, . . . , σk):
cz ← number of 0’s in H (M )
I ← set of bit positions in H (M )‖cz where bit value is 1
if k = |I| and
∃i ∈ I, xij ∈ N+, s.t. Hxij (σj) = vi, ∀j ∈ {1, . . . , k} then
vi ← σj , ∀Hxij (σj) = vi
return “accept”

else
return “reject”

end if

Lσ is proportional to the expected number of 1-bits in
H (M )‖cz. In H (M ), the expected number of 1-bits is lH /2
(we distinguish lH from the normal hash length lH because
typically lH ≥ lH by design). In cz, the expected number of
1-bits varies with lH, because cz may be longer than neces-
sary to represent the number of 0’s in H (M ). In fact, cz is
of length

lc
�
= |cz | = �log2 (lH +1)� , (9)

and by t’s definition, t = lH + lc. Fig. 3 shows the probabil-
ity of having 1 at the ith bit of cz for lH = 128, . . . , 248. For
the case lH = 160 (the length of a SHA-1 or RIPEMD-160
hash value), bits 4-8 are 1 at a probability of 1/2, bit 2 is
almost always 1, bit 3 is almost always 0, and bit 1 is always
0; in other words,

Lσ =

[
lH

1

2
+ (lc −3)1

2
+ 1

]
lH =

t− 1

2
lH .

For the general case, it is simpler to use the approximation

Lσ = t lH /2. (10)

Signing cost varies with the state variables correspond-
ing to the 1-bits of H (M )‖cz. Without loss of general-
ity, let us consider the first bit of H (M )‖cz. Within an
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s2,rj

st,rj
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Private key 
for epoch j

... ...

Figure 2: SCU+ with uniform chain traversal and
r = 2. Suppose in epoch 1, two signatures are re-
ceived: (s1,1, s2,1) and (s2,2) (note “thick boxes”). In
epoch 2, to verify signature (s1,3, s2,3, st,3) (note “or-

ange dashed boxes”), a receiver checks H 2(s1,3)
?
= s1,1,

H (s2,3)
?
= s2,2, and H 3(st,3)

?
= st,0.
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Figure 3: Y -axis: probability of having bit value 1
at the ith bit of cz. X-asix: lH.

epoch, if the first bit is 1 once, which occurs at a proba-
bility of

(
r
1

)
( 1
2
)( 1

2
)r−1, then the accumulative signing cost is

r − 1. If the first bit is 1 twice, which occurs at a probabil-
ity of

(
r
2

)
( 1
2
)2( 1

2
)r−2, then the accumulative signing cost is

(r−1)+(r−2). By extension, the expected signing cost for
the first bit is given by

1

2r

r∑
i=1

[(
r

i

)
i∑

j=1

(r − j)

]
=

3r(r − 1)

8
.

The expected signing cost for all bits is then

Cσ = 3tr(r − 1)/16. (11)

When a signature is received, each of the t/2 (on average)
signature elements needs to be verified. Without loss of gen-
erality, let us consider a signature element corresponding to
the first bit of H (M )‖cz . Let Ad be the event that this sig-
nature element requires d hash operations to verify, which
occurs when the past d−1 signatures do not contain a signa-
ture element corresponding to the first bit of H (M )‖cz, but
the dth signature in the past does, i.e., Pr[Ad] =

1
2
(1− 1

2
)d−1,

and

Cv = 1 +
t

2

∞∑
d=1

dPr[Ad] = 1 + t. (12)

To determine S , we estimate the success probability of
signature forgery during epoch j. To forge a signature for
M att, an attacker needs to supply si1,j , . . . , sik,j , where i1,
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. . . , ik correspond to the positions of 1-bits in H (M att)‖cz .
Suppose the attacker has already captured r signatures for
epoch j. The success probability of signature forgery,
Pr[forgery|k], is the probability that bit positions i1, . . . , ik
are covered by a subset of the r captured signatures. For the
case of lH = 160, there is almost always a bit position among
i1, . . . , ik that corresponds to bit 2 in cz (see Fig. 3), so the
attacker only has to match k−1 bits to the bit positions that
are already compromised, i.e., Pr[forgery] = (1 − 1/2r)k−1.
For the general case, it is simpler to use the approxima-
tion Pr[forgery] = (1 − 1/2r)k. Next, let us consider the
probability of having k 1-bits in H (M att)‖cz , denoted by
Pr[k]. If we denote by Ai the event that H (M att) has
i 1-bits, and by Bi the event that cz has i 1-bits, then

Pr[k] =
∑min(k,lH)

i=0 Pr[Ai] Pr[Bk−i|Ai]. Therefore,

Pr[forgery] =

t∑
k′=1

Pr[forgery|k = k′] Pr[k = k′]

=
t∑

k′=1

⎡
⎣(1− 1/2r)k

′
min(k′,lH)∑

i=0

Pr[Ai] Pr[Bk′−i|Ai]

⎤
⎦

=
t∑

k′=1

⎡
⎣(1− 1/2r)k

′
min(k′,lH)∑

i=0

(
lH
i

)
2lH

I(lc, lH−i, k′ − i)

⎤
⎦ ,

and

S = lH− log2

{ t∑
k′=1

[
(1− 1/2r)k

′

min(k′,lH)∑
i=0

(
lH
i

)
I(lc, lH−i, k′ − i)

]}
,

(13)

where I(lc, lH−i, k′ − i) is defined by Definition 3.

Definition 3. I(lc, b1, b2) is 1 if the following has a so-
lution, and 0 if otherwise:

[
2lc −1 2lc −2 · · · 20

1 1 · · · 1

]⎡⎢⎣
xlc −1

...
x0

⎤
⎥⎦ =

[
b1
b2

]
,

x0, . . . , xlc −1 ∈ {0, 1}.
Note the system of equations above does not always have
a solution, e.g., when lc ≥ b1 = b2 = 2. A closed-form
expression for I(lc, b1, b2) is unknown.

5.4 TSV+
TSV+ inherits TSV’s most notable features:

• For the same k, TSV becomes more secure than HORS
by imposing an order/sequence on the signature ele-
ments.

• For efficiency, the order is imposed on individual groups,
and not across all signature elements.

• So that signature elements are not interchangeable be-
tween groups, TSV releases keys at different levels of
the one-way chains depending on the group.

However, TSV+ introduces two main enhancements: firstly,
so that it is comparable to other MA schemes, we enable

TSV+ to support multiple signatures within an epoch; sec-
ondly, TSV+ uses uniform chain traversal because it is more
robust than nonuniform chain traversal (which is used in
TSV), as we explained in Section 4. As shown in Algo-
rithm 4, TSV+ uses a state tuple (like SCU/SCU+ does) to
keep track of intermediate keys (between a public/private
key pair or a pair of adjacent private keys). The number
of intermediate keys is (wg − 1), as shown in Fig. 4, where
w is by design the smallest integer such that the probabil-
ity of a one-way chain being used for more than w out of r
signatures in an epoch is less than 10−4. The probability of
a one-way chain being used is

(
t−1
k−1

)
/
(
t
k

)
= k

t
, so w is the

smallest integer such that

r∑
i=w+1

(
r

i

)(
k

t

)i(
1− k

t

)r−i

< 10−4. (14)

Fig. 4 shows the epoch-j private key as (s1,wgj , . . . , st,wgj),
and in that example, w = 2. For analysis, our strategy is to
first determine Lσ and Cσ, which are closely related; then
Cv and S .

Algorithm 4: The TSV+ MTS scheme

k
�
= number of elements of a signature tuple

g
�
= number of groups

ni
�
= number of log2 t-bit strings in group i, ∀i = 1, . . . , g,
under the constraint

∑g
i=1 ni = k

w
�
= smallest integer that satisfies (14)

(S1, . . . , St)
�
= state

Key generation(s1, s2, . . . , st):
Si ← wg, vi ← Hwg(si), ∀i ∈ {1, . . . , t}

Signing(M , s1, s2, . . . , st):
c← 0
repeat

(h1, h2, . . . , hg)← Splitg(H (M ‖c))
(i1, . . . , in1 )← Splitn1

(h1)
(in1+1, . . . , in1+n2)← Splitn2

(h2)
· · ·
(ik−ng+1, . . . , ik)← Splitng

(hg)

if each of h1, . . . , hg consists of decreasing elements and
i1, . . . , ik are distinct then
Sij ← Sij − 1, ∀j ∈ {1, . . . , n1}
Sij ← Sij − 2, ∀j ∈ {n1 + 1, . . . , n1 + n2}
· · ·
Sij ← Sij − g, ∀j ∈ {k − ng + 1, . . . , k}
return (c,HSi1 (si1 ), . . . ,H

Sik (sik ))
end if
c← c+ 1

end repeat
Verification(M , c, σ1, σ2, . . . , σk):

(h1, h2, . . . , hg)← Splitg(H (M ‖c))
(i1, . . . , in1 )← Splitn1

(h1)
(in1+1, . . . , in1+n2 )← Splitn2

(h2)
· · ·
(ik−ng+1, . . . , ik)← Splitng

(hg)

if each of h1, . . . , hg consists of decreasing elements and
i1, . . . , ik are distinct and
∃i ∈ {i1, . . . , ik}, xij ∈ N+, s.t. Hxij (σj) = vi,
∀j ∈ {1, . . . , k} then
vi ← σj , ∀Hxij (σj ) = vi
return “accept”

else
return “reject”

end if
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Figure 4: TSV+ with uniform chain traversal, and
k = g = w = 2, n1 = n2 = 1, so wg = 4 (see Algorithm 4
for definition of symbols). In this example, suppose
corresponding to the first message M 1, H (M 1 ‖c1) =
1‖2, so the first signature is (H 4−1(s1,4),H

4−2(s2,4)) =
(s1,1, s2,2). Suppose corresponding to the second mes-
sage M 2, H (M 2 ‖c2) = 2‖3, so the second signature is
(H 2−1(s2,4),H

4−2(s3,4)) = (s2,3, s3,2).

s1,wg(j-1) s1,wgj...s1,wg(j-d-1) ...s1,wg(j-d-2) ...

Last received signature 
element somewhere here

Present signature element 
s1,x somewhere here

s1,wg(j-1) s1,wgj...

Present signature element 
s1,x somewhere here

...

Last received signature 
element somewhere here

(a)

(b)

Dpast Dpres

Dpres

Figure 5: Two cases to be considered for the deriva-
tion of Cv for TSV+.

The probability of finding an acceptable c is correctly

given by PS
�
= k!

(
t
k

)
/(tk

∏g
i=1 ni!) [15]. Using the same rea-

soning for (5),

Lσ =

⌈
log2

(
log1−PS

ε

PS
+ 2

)⌉
+ k lH ,

where ε is a small user-defined constant, e.g., 10−4. After
finding c, the signer invokes H at a multiplicity that depends
on the state tuple (S1, . . . , St) at the last line of Algorithm 4
– we need to calculate the expected value of this multiplicity.
Let Ag1,g2,...,gi denote the event that a one-way chain is
used for i out of r signatures in an epoch, and for the i
signatures, the one-way chain belongs to groups g1, g2, . . . , gi
respectively. Event Ag1,g2,...,gi occurs at a probability of

(
r

i

)(
k

t

)i(
1− k

t

)r−i
ng1ng2 · · ·ngi

ki
,

during which the expected number of hash invocations is

(wg − g1) + (wg − g1 − g2) + · · ·+ (wg − g1 − g2 − · · · − gi)

r
.

Since there are t one-way chains,

Cσ =
1

PS
+ t

r∑
i=1

(
r

i

)(
k

t

)i (
1− k

t

)r−i g∑
g1=1

· · ·
g∑

gi=1

ng1 · · ·ngi

ki

(wg − g1) + · · ·+ (wg − g1 − g2 − · · · − gi)

r
.

(15)

For the case n1 = n2 = · · · = ng = k/g, (15) can be simpli-
fied as

Cσ =
1

PS
+

t

r

r∑
i=1

i

(
r

i

)(
k

t

)i(
1− k

t

)r−i

· · ·
[(

w − i+ 1

4

)
g − i+ 1

4

]

=
1

PS
+ kwg + k(g + 1)

(
k − kr

4t
− 1

2

)
. (16)

(15) can be further simplified when k/t and r are small. In
this case, the probability that a one-way chain is used more
than once in an epoch is negligible. In an epoch, a one-way
chain is chosen at a probability of k/t, and when chosen, it
belongs to one of g groups. The probability of the one-way
chain belonging to group i is given by ni/k (i = 1, . . . , g).
Therefore,

Cσ =
1

PS
+ t

[(
1− k

t

)
· 0 +

g∑
i=1

k

t

ni

k
(wg − i)

]

=
1

PS
+

g∑
i=1

ni(wg − i). (17)

Deriving Cv is more involved. Suppose the present signa-
ture element s1,x, which without loss of generality, falls on
the first one-way chain. If s1,x belongs to the first signature
in an arbitrary epoch j, then by definition, the last received
signature element on the same one-way chain must be from
a past epoch. The expected “distance” between s1,x and the
last received signature element (see Fig. 5(a)) is the sum of

• Dpast
�
= the expected distance between the last re-

ceived signature element and s1,wg(j−1); and

• Dpres
�
= the expected distance between s1,wg(j−1) and

s1,x.

So when s1,x belongs to a first signature, which occurs at a
probability of 1/r, the distance is Dpast +Dpres.

Now, suppose s1,x belongs to the second signature in epoch
j. The last received signature element on the same one-way
chain can either be

1. from a past epoch, at a probability of q
�
=1− k/t; or

2. from the current epoch, at a probability of 1− q.

For the first case, we showed that the expected distance is
Dpast + Dpres, whereas for the second case, the expected
distance is Dpres (see Fig. 5(b)). So when s1,x belongs to a
second signature, which occurs at a probability of 1/r, the
expected distance is (Dpast +Dpres)q +Dpres(1− q).

Applying the reasoning above to the cases that s1,x be-
longs to the third signature, the fourth signature and so on,
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we can write the expected distance between s1,x and the last
received signature element as

1

r

r∑
i=1

{(Dpast +Dpres)q
i−1 +Dpres(1− qi−1)}

=
(1− qr)

r(1− q)
Dpast +Dpres. (18)

The estimation of Cv is now reduced to the estimation of
Dpast and Dpres in (18). Dpres is simply

Dpres =
1

g

g∑
i=1

i =
g + 1

2
. (19)

To find Dpast, let Ad,g1,g2,...,gi denote the event that

• the past epoch and the present epoch in Fig. 5(a) are
separated by d epochs of no signature, where d ≥ 0;

• and in the past epoch, i signature elements have been
received, which belong to group g1, g2, . . . , gi respec-
tively.

Event Ad,g1,g2,...,gi occurs at a probability of(
r

i

)(
k

t

)i(
1− k

t

)(d+1)r−i
ng1ng2 · · ·ngi

ki
,

during which the distance is

dwg + (wg − g1 − g2 − · · · − gi).

Therefore,

Dpast =
∞∑
d=0

r∑
i=1

g∑
g1=1

· · ·
g∑

gi=1

[(d+ 1)wg − g1 − · · · − gi] Pr[Ad,g1,g2,...,gi ].

(20)

When n1 = n2 = · · · = ng = k/g, (20) can be simplified as

Dpast =
∞∑
d=0

r∑
i=1

(
r

i

)(
k

t

)i(
1− k

t

)(d+1)r−i

[
(d+ 1)wg − i

2
g − i

2

]

=
2twg − kr(g + 1)

2t[1− (1− k/t)r]
. (21)

Substituting (19) and (21) back into (18), the expected dis-
tance between s1,x and the last received signature element
becomes simply twg

kr
. Since a signature has k signature ele-

ments,

Cv = twg/r, (22)

for the special case of uniform group sizes.
Now, we look at S . In Fig. 4 where k = 2, we can see that

if an attacker (i) manages to capture the signature elements
marked by thick frames, namely s1,1, s2,2, s2,3 and s3,2,
and (ii) block these signature elements from the recipients,
then the attacker can forge a signature using any two of the
elements surrounded by the red dashed contour. In reality, r
captured signatures use at most rk distinct one-way chains,
but for small k/t and r, it is approximately true that r
captured signatures use exactly rk distinct one-way chains
(and we used the same approximation for (17)). Let us
denote by Gi the set of one-way chains corresponding to the

captured signature elements of groups i, i + 1, . . . , g (i =
1, . . . , g). Hence, Gg has rng elements, Gg−1 has r(ng−1 +
ng) elements, and so on. An attacker successfully forges
a signature if he/she is able to ensure the forged group-g
signature elements lie on any ng one-way chains from the
set Gg; the forged group-(g − 1) signature elements lie on
ng−1 one-way chains from the set Gg−1 that are distinct
from previously chosen one-way chains; and so on. In other
words, the number of ways to forge a signature is(

rng

ng

)(
rnr−1 + (r − 1)ng

ng−1

)
· · ·

(
rn1 + (r − 1)(ng + ng−1 + · · ·+ n2)

n1

)

=

(
rng

ng

)
g−1∏
i=1

(
rni + (r − 1)

∑g
j=i+1 nj

ni

)
. (23)

When r = 1, (23) reduces to 1, consistent with intuition.
Therefore,

S = log2

(
t
k

)
(
rng
ng

)∏g−1
i=1

(
rni+(r−1)

∑g
j=i+1 nj

ni

) . (24)

When r = 1, (24) becomes log2
(
t
k

)
, which is different from

Li and Cao’s k log2 t, because they consider H (M att) instead
of H (M att ‖catt).

6. APPLICATION TO WIDE-AREA
MEASUREMENT SYSTEMS

The analysis in the previous section forms the basis for
comparison of BiBa, TV-HORS, SCU+ and TSV+. For
the comparison to be performed in the context of the wide-
area measurement system (WAMS), an introduction to the
WAMS is given here. A WAMS is essentially a high-speed
network of phasor measurement units (PMUs), whose
sole objective is to report voltage and current phasor mea-
surements (amplitude, frequency and phase). Given enough
real-time phasors, the state of the grid (voltage and phase
angle of each bus) can be tracked, giving the utility enhanced
“situational awareness” about its system. This enhanced sit-
uational awareness provides many advantages: improved op-
eration planning, optimized transmission assets utilization,
system stabilization, disturbances containment, etc. In fact,
the lack of this level of situational awareness is one of the
factors that contributed to the infamous 2003 North Amer-
ica and 2003 Italy blackouts [28,30].

The WAMS consists of four components: (i) synchronized
PMUs (also called synchrophasors), (ii) phasor data con-
centrators (PDCs), (iii) wide area network (WAN), and (iv)
real-time database and data archiver [16]. Fig. 6 shows
the four-layer generic architecture of the WAMS [16]. The
PMUs in Layer 1 report voltage and current phasors that
are time-stamped with high-precision internal clocks and
the Global Positioning System at 10-30 frames per second,
enabling the correlation of phasor measurements across a
wide grid area. The PMUs transmit the data in the IEEE
C37.118 format to the PDCs in Layer 2 via the WAN. The
PDCs correlate the time-tagged data, and forward the data
to the Applications Data Buffer in Layer 3. The Applica-
tions Data Buffer monitors the data for losses, errors and
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synchronization, in addition to supplying the data in the re-
quired format to the applications in Layer 4. Layer 4 consists
of the Real Time Database and Data Archiver, which is re-
sponsible for collecting and archiving data for post-incident
analysis and assessment. Layer 4 also contains applications
for monitoring, control and protection functions.

PMUs are required to multicast phasor data to multiple
consumers including PDCs for communication redundancy,
whereas PDCs at the same hierarchical level are required to
share data with each other through multicast [1].

PMU PMU PMU PMU...

PDC

Applications 
Data Buffer

Real-time 
database and 
data archiver

Emerging applications for real-
time wide-area monitoring, 

control, protection

Layer 1: Data acquisition

Layer 2: Data management

Layer 3: Data services

Layer 4: Applications

WAN

PDC PDC...

EMS

U79

U77

Figure 6: Generic architecture of the WAMS. U77
and U79 are logical interfaces defined in NISTIR
7628 [18].

7. COMPARING MULTICAST AUTHENTI-
CATION SCHEMES

With application to the WAMS in mind, the MA schemes
BiBa, TV-HORS, SCU+ and TSV+ are evaluated in terms
of the metrics (i) Lσ /S , (ii) Cσ /S , and (ii) Cv /S ; and
compared with each other. The parameters of each scheme
are set under the following constraints:

• Security level: Each scheme must provide a security
level of at least 80 bits.

• Signature length: A recent simulation study [9] sug-
gests that a signature should be at most 300 bytes, be-
cause a C37.118 frame can be as much as 1200 bytes
long while aWAN typically supports a maximum trans-
mission unit (MTU) of 1500 bytes.

• Hash length: Since second preimage resistance is
weaker than preimage resistance, we are primarily con-
cerned with the former. For any truncated hash of
SHA-1, SHA-224, SHA-256 and SHA-512, the actual
second preimage resistance is influenced by the preim-
age length, but an 80-bit truncated SHA-384 hash has
a second preimage resistance of exactly 80 bits [7]. So,
we set lH = 80 assuming SHA-384 hashes are trun-
cated to 80 bits.

• Number of one-way chains: With the exception
of SCU+, we fix t = 1024 following standard practice
[15,20,23,31].

By default, we configure the parameters according to Table 1
to satisfy the constraints above, as well as to minimize the
signature length due to the large data volume in a WAMS.

For BiBa, two configurations are provided: BiBa0 is the de-
fault configuration, whereas BiBa1 satisfies the additional
constraint Cσ ≤ 10Cv . Compared to BiBa0, BiBa1 trades
off communication efficiency for signing efficiency, but can-
not support r ≥ 4. For SCU+ and TSV+, there are no
suitable parameter values that satisfy the above constraints
for r ≥ 3. Two TSV+ configurations are provided: TSV+0

is the default configuration, whereas TSV+1 satisfies the ad-
ditional constraints Cσ ≤ 10Cv and Cv ≤ 10Cσ (i.e., Cσ and
Cv are at most one order of magnitude different from each
other). Compared to TSV+0, TSV+1 is meant to provide
more balanced signing and verification costs.

Table 1: Configurations used for comparison, found
through exhaustive search.
Configuration r = 1 2 3 4 5
BiBa0 (k,n) 9, 1414 12, 618 15, 358 19, 215 24, 137
BiBa1 (k,n) 11, 256 17, 123 24, 72
TV-HORS (k) 14 18 21 25 29
SCU+ (lH) 185 405
TSV+0 (k,g,n,w) 11, 11, {1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, 1

18, 9, {4, 4, 3, 2, 1, 1, 1, 1, 1}, 1
TSV+1 (k,g,n,w) 11, 3, {2, 3, 6}, 1

18, 9, {4, 4, 3, 2, 1, 1, 1, 1, 1}, 1

Fig. 7 to 9 show the bar charts for Lσ /S , Cσ /S , and
Cv /S . The charts show only r = 1, 2 since not all configu-
rations support r ≥ 3. BiBa0 is the best performer in signa-
ture length but has far poorer efficiency in signing than the
others. BiBa1 produces slightly longer signatures but has
significantly better signing efficiency than BiBa0, so BiBa1
is more practical. SCU+ is efficient in signing and verifica-
tion but requires far longer signatures than the others for
the same security level. TSV+ (both TSV+0 and TSV+1)
is more efficient than TV-HORS in signature length when
r = 1, but not when r = 2; moreover, TSV+ is several
orders of magnitude slower than TV-HORS in signing and
verification. Compared to TSV+0, TSV+1 has more bal-
anced signing and verification costs, and is hence better for
senders and receivers with similar capabilities. Despite its
algorithmic simplicity, TV-HORS is a good performer in all
categories. Although proposed after BiBa, SCU and TSV
do not offer clear advantages over BiBa.

8. CONCLUSION AND FUTURE WORK
This work is motivated by the need for an efficient mul-

ticast authentication (MA) scheme to secure the required
real-time multicast traffic within a wide-area measurement
system (WAMS). For real-time systems like the WAMS, an
MA scheme is best constructed from a multiple-time signa-
ture (MTS) scheme rather than a conventional digital sig-
nature scheme [15, 31]. Instead of designing yet another
MTS-based MA scheme from scratch, this work executes
the common sense of first attempting to find suitable can-
didates among the many MTS-based MA schemes already
proposed to date. To this end, we first identify four rep-
resentative MA schemes, namely BiBa, TV-HORS, SCU+
and TSV+. Among these MA schemes, SCU+ is an MA
scheme we constructed from an MTS scheme designed for
secure code update [29], and TSV+ is our patched version
of TSV [15], an MA scheme which we show to be vulner-
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Figure 7: A plot of Lσ /S against r. Lower is better.
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Figure 9: A plot of Cv /S against r. Lower is better.

able. We then provide rigorous mathematical analysis of
these schemes. Our simulation-validated analysis fills the
gaps of, and at places rectifies or improves existing analy-
ses. Based on our analysis, our comparison shows that TV-
HORS, while algorithmically unsophisticated, has the most
balanced computational and communication efficiencies rel-
ative to security levels. SCU+, TSV+ and by extension
SCU and TSV do not offer clear advantages over BiBa, the
oldest among the studied schemes. As a follow-up to this
preliminary study, we aim to expand our analysis and com-
parison to cover more schemes. Theoretical accounting of
memory costs is nontrivial and will be attempted in future
work. Just as naming a single superior MTS scheme is non-
trivial [25], naming a single superior MA scheme is equally
nontrivial. This preliminary work serves as a first step, and
already we know that TV-HORS has set a benchmark.
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